MinesMP 2025 - Epreuve 2
Un corrigé

A. Propriétés du polynoéme p, et stabilité des racines

1. Pour tout z # 0, on a (changement d’indice j =n — k)

T p< >—x Zakaz Zan_jxj:po(:c)

7=0

et ainsi
= apx H < — Oé]> =a, = H(l — ;)
7j=1

L’identité des fonctions polynomlales en une infinité de points donne I’égalité des polynomes.

n

po(x) = x"p(1l/z) et po = ay, H (1—-04X)
j=1

2. si p posseéde une racine stable « alors (r — ) = a(1 — xz/a) est un diviseur commun & p et py
qui ne sont pas premiers entre eux.
Réciproquement, si p A pg # 1 alors p et pg ont un diviseur irréductible commun. Comme p est
scindé, ce diviseur s’écrit X — o; et il existe donc j tel que X — a; et 1 — ;X sont associés ce
qui entraine o; # 0 et a5 = 1 : on a donc une racine stable.

’ p A po =1 si et seulement si p ne posseéde pas de racine stable

3. Comme toutes les racines sont stables, elle sont non nulles et py est de degré n et de coefficient
dominant ag.
Les «; sont distincts car les multiplicités valent 1. Les 1/«; sont donc tous distincts aussi et sont
racines de pg. Par degré, on a donc

—%H(X—)—a li[ — )

(puisque o — 1/« est bijective de I’ensemble des racines dans lui méme). On remarque alors que

n

ap = p(0) = ap(—1)" Hai

=1

po = (=1)" (H 051') p
=1

Les «; se regroupent par paires d’inverses sauf éventuellement 1 et —1 (qui sont leur propre
inverse). Le coefficient devant p ci-dessus vaut donc 1 ou —1 et on a

et ainsi

’p: Apo avec A\ € {—1,1}‘

4. En dérivant la premiere relation de la question 1, on obtient

1 1
Vo £ 0, py(z) = na"'p <> — "2y <>
xT xT
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et ainsi (p' = Apj)

Va #0, h(z) = Azpy(z) = A (”xnp C;) —a (D)

Le premier terme de la parenthese vaut po(z) (et on obtient p(z) en multipliant par \). Comme
p’ est de degré n — 1, le second vaut (p')g et ainsi (identité des polynémes en une infinité de
points)

h=np— Ao

Avec la question 1, on a
1 1
v 20 (o (1) = o)

X

et ainsi

Vo £0, 2 (p))o (i) — ()

ho(z) = a"h <i>
(o) ()

— npo(a) — Aapl ()

i CORRCHC)

On a donc, pour = # 0

Comme 1/A = A, on conclut que

ho = A(np — Xp')

(les fonctions polynomiales sont égale en une infinité de valeurs et les polynoémes sont égaux)

. Par théoréme de Rolle, il y a une racine de p’ entre deux racines de p. Les racines de p étant
simples, p’ posséde au moins n — 1 racines et comme p’ est de degré n,

p’ est scindé simple sur R‘

Si, par Pabsurde, h et hg ont une racine x commune, alors zp'(z) = 0 et np(x) — zp'(z) = 0
et ainsi p(z) = 0. On a donc = # 0 (0 non racine de p car toutes les racines sont stables) et
p/(x) = 0. z est ainsi racine double ce qui nest contraire & ’hypothése des multiplicités valant 1.
Or, h est scindé (car p’ l'est et h = Xp') et (les divisieurs irréductibles de h sont de
degré 1 et il n’y a pas de diviseur de degré 1 commun puisque pas de racine commune).

Si, par 'absurde, h possédait une racine stable «, alors 1/« serait racine de h et donc « racine
de hg ce qui contredirait le fait que le pged vaut 1 (on aurait X — a diviseur commun). h n’a
donc pas de racine stable et a fortiori,

p’ n’a pas de racine stable‘




B. Liberté d’une famille de polynomes

6. Si ayap = 1 avec i < k alors pour tout j,

ou bien j —1 > et a; est racine de f;

ou bien j < i et alors j < k et 1/oy, = «; est racine de f;. Ainsi, (X — ;) divise f; et
fi € (X — a;)R,—2[X] qui est un espace de dimension n — 1. n éléments de cet espace formant
une famille liée,

’Si ajar =1 avec i < k alors (fi1,..., fn) est liée‘

. On a immédiatement linéarité de P; (P;(fi1 + Af2) = P;j(f1) + AP;(f2)). De plus o; est racine de
la fraction (1 — ;X)) f — (1 - ajz) f (o) et cette fraction s’écrit (X — o) f1 avec fi € E (car
un pole de fi est un pole de f). Ainsi Pj(f) € E. On a donc Pj € L(E).

Si Pj(f) = 0 alors (1 —a;X)f est une fraction constante. Ainsi f € Vect (ﬁ) La réciproque

est une simple vérification et on a donc

ker(P;) = Vect (

1—OéjX)

. Le calcul donne immédiatement

(X —aj)g
E P|—=| =
Vge ’ J < 1—OéjX g

. Supposons que Y _p_; M\ fr = 0. On a alors aussi

> Mege =0 ()
k=1

- an S X — o
N 1—Oéij_11—OékX

9j
et avec la question précédente

an = X —ap
1—o;X Pl 1—apX

Pi(gj) =

et méme plus généralement
Qn

J

et avec la question 7,
Pjonflo---opl(gj):O

Si on compose (%) par P,_j o... Py, il reste donc
Qan
A,
"1 —apX

et donc A\, = 0. En composant alors de méme par F,,_o o ---0 P, on obtient \,_1 = 0 et on
itere le processus pour obtenir la nullité de tous les \; (on pourrait procéder par récurrence
décroissante pour montrer la nullité de tous \; ou encore raisonner par I’absurde). Ainsi

’(fl, ooy fn) est libre‘
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C. Expression de la matrice J(p)

10. Soit f I’endomorphisme canoniquement associé & ST. En notant (ey,...,e,) la base canonique
de R", on a

Vie[l,n—1], f(e;) =eit1 et f(en) =0

On montre par récurrence finie que
Vi e [[07n - 1]]7 fi(el) = €i+1

- C’est vrai au rang 0 (f° = Id).
- Supposons le résultat vrai & un rang i € [0,n — 2]. On a alors f*1(e1) = f(e;41) = eir2 ce
qui montre le résultat au rang @ + 1.

La famille (e1, f(e1),...,f" '(e1)) est donc une base (c’est méme la base canonique de R™).
Comme U est la matrice qui représente e, on en déduit que

T\
((S ) U>0§i§n—1 est une base de M,, 1(R)
11. Pour j € [1,n]
n j—1
CJf](S) = an H(In - akS) H(S - Oékfn)
k=j k=1

Ainsi, B;f;(S) = Cj41fj+1(S) pour j € [1,n — 1] et on a un télecopage :
S HS)T(CTC = BIB;) £5(5) = 1u(8)TCTCLS) = [ulS) T BY BafalS)
j=1

Comme C1 f1(S) = po(S) et By fr(S) = p(S), on a montré que

)7 (6] ¢; =B B;) £5(9)

12. On remplace C; et B; par leurs expressions et les termes se simplifient :
T T 2 T

Un calcul élémentaire donne UTU = E11. De plus

(S78);; = Z Ok+1,i0k+1,5
=1

Si i # j, tous les termes de la somme sont nuls. Si ¢ = j # 1, le seul terme de la somme pouvant
étre non nul est celui tel que k+1 = 4. Un tel k € [1,n] existe saufsii = 1. Ainsi STS = I,,— F1 1.
On en déduit que

C/C;—B/Bj=(1-a2)UU"




13.

14.

Avec les deux questions précédentes,

J(p)=> (1-a))V;V}"
j=1

Multiplier a droite par une matrice diagonale revient & multiplier chaque colonne par le coefficient
diagonal correspondant. Ainsi

VDVT = ((1-a)Vi ... (1-a2)W,)

Un calcul par bloc montre que ceci vaut Y v (1 — a2)V;V;T et donc

J(p) =VDVT

Supposons que p possede une racine stable.

Sta¢{l,—1}, aet é sont deux racines distinctes de p et la question 6 donne (fi, ..., fn) liée
et il existe (A1,...,An) # 0 tel que D" N fi = 0.

On en déduit que Y7, i fi(ST) =0 et donc que >, \;Vi = 0.

On trouve que les colonnes de V' sont liées et V' n’est donc pas inversible. Il en est de méme de
J(p) (par exemple en passant au déterminant).

Si a € {—1,1} alors D n’est pas inversible et on a encore la non inversibilité de J(p).

’si p possede une racine stable alors J(p) n’est pas inversible‘

D. Cas ou J(p) est inversible : critéere de Schur-Cohn

15.

16.

Il existe un sous-espace F' telle que dim(F) = d(A) et VX € F\ {0}, XTAX > 0 (car d(A) est
un maximum).

L’image F’ de F par P (confondu canoniquement & un endomorphisme de R™) est de dimension
d(A) (car P représente un isomorphisme).

SiY € F' est non nul, YIBY = XTAX avec X = P7'Y. X #0et X € F (P"YF') = F) et
donc YTBY > 0.

On a trouvé un sous-espace de dimension d(A) vérifiant (Cg) et donc d(B) > d(A).

Comme B = QTAQ avec Q = P~! € GL,(R), on a de méme I'autre inégalité.

S’il existe P inversible telle que A = PTBP, alors d(A) = d(B)

Par théoreme spectral (et puisque 'on suppose M symétrique réelle), les sous-espaces propres
de M sont supplémentaires orthogonaux. Posons

Fy = @ Ex(M)

AESPp(M)NR+*

Comme la dimension de E)(M) est égal a la multiplicité de A (diagonalisabilité), Fys est de
dimension 7(M).

Soit X € Fj; non nul. On le décompose en X = Z)\ESp(M)ﬂ]R""* Xy et on a (les X, étant
orthogonaux)

XTux = 3 A
AESPp(M)NR+*
ou [|.|| est la norme euclidienne canonique sur R"™. Comme 1'un des X est non nul et que les A

sont > 0, la somme est > 0. Fj; vérifie donc la condition (Cps) et donc



17.

18.

[d(M) > dim(Fyy) = m(M)]

Par le théoreme spectral et le choix de F);, on a
Fiy= @ Exw
AESPp(M)NR—

et comme pour Fjs, on a
VX € Fi;, XTMX <0

Supposons, par 'absurde, qu’il existe G vérifiant (Cps) et tel que dim(G) > w(M). Si, par
I’absurde, il existe X € G N F3; non nul on a simultanément X”M X < 0 (appartenance & Fjy)
et XTMX > 0 (appartenance a4 G) ce qui donne une contradiction. Ainsi, G et F ]\j sont en
somme directe et

n > dim(G @ Fiy) = dim(G) + dim(F3;) > 7(M) + (n — 7(M)) = n

On a une contradiction! On en déduit que d(M) < w(M) et ainsi

(M) = (M)

La contraposée de la question 14 montre que si J(p) est inversible, alors P ne posséde aucune
racine réelle stable.

Dans ce cas, J(p) = VDV avec V inversible et la question 15 donne d(J(p)) = d(D).

J(p) et D étant symétriques, la question 17 donne alors 7(J(p)) = w(D) et la définition de D
indique que 7(D) = o(p). Ainsi w(J(p)) = o(p).

’ Si J(p) est inversible alors p ne posséde aucune racine stable et o(p) = 7(J(p)) ‘

E. Condition nécessaire et suffisante d’inversibilité

19.

20.

On suppose que p n’a pas de racine stable et ainsi (f1,..., fn) est libre (question 9) et D est
inversible (car Vi, oziz # 1 puisque si 1 était racine, elle serait stable).

J(p) étant de plus supposée non inversible, VDVT est non inversible et donc V ne l’est pas.

Il existe des scalaires Aq, ..., A, non tous nuls tels que Z?:l ANVi=0:

q(STYU =0 avec ¢ = Z)‘ifi
i=1

q est de degré < n — 1 comme combinaison d’éléments de R,,_1[X] et non nul par indépendance

des f;.

Si p n’a pas de racine stable et .J(p) non inversible, 3¢ € R,,_1[X]\ {0} tel que ¢(ST)U =0

La question 14 indique que si J(p) est inversible, alors p n’a pas de racine stable.

Réciproquement on suppose que p n’a pas de racine stable et, par absurde, que J(p) est non
inversible.
La question précédente fournit g tel que ¢(ST)U = 0. Ceci donne une combinaison linéaire nulle

a coefficients non tous nuls de ((ST)i U >0< - ce qui contredit I'indépendance prouvée en
<i<n—1
question 10.

’ J(p) est inversible si et seulement si p n’admet aucune racine stable

6



F. Un cas particulier

21.

22.

23.

Les racines de h sont 0 et les racines de p’ et p’ n’a pas de racine stable par la question 5.
h n’a donc pas de racine stable et avec la question 20,

’ J(h) est inversible ‘

Soit r €]0,1[. On a (question 1)

n n

p(rX) =a, H(’I“X — ;) = apr" H <X — %)

i=1 i=1

p(rX) est donc scindé (et méme a racines simples puisque les «;/r sont, comme les «;, deux a
deux distincts).

Les a; sont ordonnés et il existe k tel que les racines de p dans | -1, 1[ soient ag < -+ < @y (p)—1-
Sii¢{k,....k+o(p)—1},on a @ > |ag| > 1.
Soit i € {k,...,k+o(p) — 1}. Pour que —1 < £ < 1, il suffit que —1 < £ et % <1.1
suffit donc que r > —ayg et r > Okt o (p)—1-
En posant 71 = min(1, 1 + ag, 1 — @pye(p—1) on a 71 > 0 et la condition précédente vraie pour
tout r €]1 —ny, 1] et p(rX) admet exactement o(p) racines entre —1 et 1.

T

Si B est une racine stable de p(rX), 8 # 0 et il existe ¢ et j tels que § = = et % =_.0Ona
J

a;

alors a:i =1 et donc r? = aja;. Comme Vi, 5, oz # 1 et qu’il n’y a qu'un nombre fini de

telles quantités, il existe un voisinage de 1 ne contient aucun élément du type a;a;. Il existe donc
n2 tel que si T €]1—n2, 1[, 7? = a;a; n’a jamais lieu. Pour de tels 7, p(rX) n’a pas de racine stable.

En choisissant 7 = min(n,72) > 0, on a

’pour r €]1 —n, 1], p(rX) est scindé sans racine stable et o(p(rX)) = o(P) ‘

On chosit n comme ci-dessus et on prend r €]0, n]..
Comme p(rX) na pas de racines stables, J(p(rX)) est inversible (question 20) et o(p(rX)) =

m(J(p(rX))) = m(F(r)).
Avec la question 13, on trouve V telle que

a?
J(p(rX)) = Vdiag (1 — Tg) vl =vD, VT

On a n(J(p(rX))) = d(J(P(rX))) et comme V est inversible (J(p(rX)) l'est), la question 15
donne d(J(p(rX))) = d(D,) = w(D,).
Par choix de 7, D, possede exactement o(p) valeurs propres dans | — 1, 1] et ona donc

Vr €]0,n[, 7(F(r)) = o(p)

Pour un tel r, ﬁ < 0 et les valeurs propres > 0 de ﬁF (r) correspondent a celles < 0 de
F(r). Et comme 0 n’est pas racine de F'(r) (J(p(rX)) inversible), ce nombre vaut n — w(F(r)).

On a donc
Vrell —n, 1], © (2(7“_1)F(T)> =n—o(p)

et a fortiori,



i 7 (g 0) =

24. Soit 7 > 0. Posons ¢ = p(rX) en sorte que F(r) = J(q) = qo(5) qo(S) — q(s)"q(S). Notons que

25.

o0, =0 (L) o (2) = (2) 0 (5) = m (2) e ()

F(r)=r"p (f)Tp (f) —p(rS)"p(rS)

Par les théoremes d’opération,
tionnelle en r).

On a

Ainsi,

‘ (chaque coefficient est une fraction ra-

=) = ap—-
rk
k=0

et en dérivant par rapport a r, avec ici un abus de notation,

i e ()2 ()

et de méme
- l — 1
_ k—1gk _ k gk __ / _ /
= kEZO kapr® 1 S" = - ,;:0 kagr®S"® = ;(Xp ) (rS) = Sp'(rS)

On peut alors dériver F avec la formule (ABC) = A’'BC + AB'C + ABC' et comte-tenu du
fait que la transposée de la dérivée est la dérivée de la transposée (par linéarité du passage a la
transposée) :

= s () o) (5 () (2) o (2) 22
—(Sp'(r8))"p(rS) — p(rS)"Sp/(rS)

Ainsi
F'(1) = 2np(S)"p(S) — 2(SP'(5))"p(S) — 2p(S)" Sp'(S)
Comme S et p/(S) commutent ainsi que ST et p'(S)” = p/(ST) on peut écrire cela

T

F'(1) = 2n(p(5)) "p(S) — 257 (¢'(9))

p(S) —2(p(5)) "P'(5)S
La formule de Taylor-Young (le fait que la fonction est a valeurs vectorielle ne géne pas) donne

F(r) = F)+ (r—=1F'(1) +o(r —1)

On a F(1) = J(p) = po(S)Tpo(S) — p(S)Tp(S) = 0 car p = App avec A2 = 1. On a donc

F) _ pray 4+ o)

r—1r=1

Par ailleurs, avec les formules de la question 4,
J(h) = ho(S)"ho(S) — h(S)"h(S)
= (np(S) = Sp'(9))" (np(S) — Sp'(S)) — (Sp'(s))" (SP'(5))
= n*p(S)"p(S) — np(S)" SY'(S) — (Sp'(5))" Sp'(S)

et compte-tenu des commutation notées plus haut, ceci vaut §F’(1). Ainsi



s F 0 5, 70+ o)

26. Avec la continuité admise, on a 7 <ﬁF (r)) — w(J(h)) et avec la question précédente et la

question 23, on a donc
n—o(p) = w(J(h))

Mais, h = Xp' et p/ n’a pas de racine stable et donc o(h) = 1+0(p') = 1+7(J(p')) et finalement

o(p)=n—1-7(J ()]

G. Méthode générale.

27. Les racines stables de p sont aussi racines de py avec la méme multiplicité (car si  # 0 est
racine de p, 1/ est racine de py avec méme multiplicité). Ainsi g = £ est sans racine simple (en
divisant par le pged, on supprime toutes les racines stables). Par la question 18,

[o(9) = (J(9))

28. Comme expliqué ci-dessus, f est le produit des (X — «) pour « racine stable de p. On peut donc
regrouper les facteurs de f par paires (X — «)(X — 1/«) sauf peut étre (X — 1) et (X + 1) qui
se retrouvent seuls (éventuellement plusieurs fois). On écrit ainsi f = g1 ... gy avec des g; dont
les racines sont stables et de multiplicité 1. On a alors

o(p)=0a(g)+ ) o(gi)

l
i=1
o(g) est donné par la question 27. o(g;) est donné par la question 26. On obtient

L

o(p) = m(J(9) + Y _(deg(g:) — 1 —m(J(g})))

=1

La somme des degrés des g; vaut le degré de f c’est a dire n — deg(g). Ainsi

14

o(p) =m(J(g)) — £ +n — deg(g) + Z m(J(g))




